Chapter 9

Week9

9.1. Monday for MAT3040

Reviewing.
e Xr(x)=(x—A1)---(x—Ay) over F if and only if T is triangularizable over FF.

o mr(x) = (x —p1)---(x — yr), where p;’s are distinct over F if and only if T is
diagonalizable over F.

The converse for this statement is the proposition (8.2). Let’s focus on the proof

for the forward direction.

9.1.1. Remarks on Primary Decomposition Theo-

rem

Theorem 9.1 — Primary Decomposition Theorem. Let T:V — V be a linear operator

with dim(V) < oo, and
mr(x) = [p1(x)]" - [pe(x)]*

where p;’s are distinct, monic, irreducible polynomials. Let V; = ker(p;(T)%), then

1. each V; is T-invariant (i.e., T(V;) < Vj)
2.V=V®--- DV,

3. T |y; has the minimal polynomial p;(x)®.
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Proof. 1. (1) follows from part (2) for example (??).

o —

2. Letqi(x) =[p1(x)] - [pi(x)]% - - [pr(x)]% :=mr(x) /[pi(x)]%, then it is clear that

(@) ged(q1,..-,qx) =1
(b) ged(q; p;') =1
(©) gi-pi =mr
(d) If i # j, then mr(x) | g;(x)g;(x)
e By (a) and Rezout’s Theorem (??), there exists polynomials a4y, ...,a; such

that

a1 (x)q1(x) + -+ +ax(x)ge(x) =1,

which implies

(T (T)o+-- +ap(T)ge(T)v =10
(41 (43

Therefore, v = v1 + - - - + v, for our constructed v4,..., 0.

e Note that
pi(T)v; = pi(T)*“ai(T)qi(T)v = a;(T)[q:(T) pi(T) "o = a;(T)mr(T)v =0,
whcih implies v; € ker([p;(T)]%) := V;, and therefore
V=Vi+-+% 9.1)
e To show that the summation in (9.1) is essentially the direct sum, consider
0=v+--+1v, Vo€V, (9.2)
By (a) and Rezout’s Theorem (??), there exists b;(x),c;(x) such that
bi(x)qi(x) + ci(x)pi(x)* =1 = bi(T)qi(T) + ci(T)pi(T)* = I,

ie.,
bi(T)qi(T)o; + ci(T) pi(T) 0] = by(T)g:(T); = .
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Appying the mapping b;(T)q;(T) into equality (9.2) both sides, i =1,...,k,

we obtain
0="0b;(T)qi(T)0 = b;(T)q:(T)vy + - + b;(T)q:(T) v}

Note that all terms on RHS vanish except for b;(T)q;(T)v, = v}, since q;(x) =

1(x)]er--- T(Eef - [pr(x)]%* and v’ € ker([p;(x)]%). Therefore, v! = 0 for
p p p j P i
i=1,. kie,V=Vi®---&V.

3. For any v; € V;, we have p;(T)%v; = 0, which implies |y, (x) | pi(x)“. Together
with Corollary (8.1), myy,, (x) = pi(x)fi for some 1 < f; <e;.
Suppose on the contrary that there exists f; < e; for some 7, consider any v :=

v1+---+v€eV,and
pl(T)fl .. .pk(T)fkv - Pl(T)fl ... pk(T)fk(vl )

The term on the RHS vanishes since p;(T)/iv; = 0, which implies

mr ‘ pll...pik’

but there exists i such that ¢; > f;, which is a contradiction.

Corollary 9.1  If m;(x) = (x — p1) - -+ (x — pg) over IF, where p;'s are distinct, then T is

diagonalizable over [F. (the converse actually also holds, see proposition (8.2))

Proof. By primary decomposition theorem,

V=ker(T —ul)®-- - ®ker(T — pl)
W ?/?
Take B; as a basis of V;, an p;-eigenspace of T. Then B := UX_, B; is a basis consisting of

eigenvectors of T.

223



It's clear that (T |v.)p 3 = diag(p;,..., i), and T is diagonalizable with

(T)g,5 =diag((T |v,)B5,- (T lv,)5,8)-
n

Corollary 9.2  [Spectral Decomposition] Suppose T : V — V is diagonalizable, then there

exists a linear operator p; : V. — V for 1 <i <k such that
e p?=p; (idempotent)
® pipj=0,ViF]
o Tiypi=1
o p;T=Tp; Vi

and scalars py,...,px such that

T:V1P1+'+Vkpk

Proof. Diagonlization of T is equivalent to say that mr(x) = (x — py) - - - (x — pg), where
u;’s are distinct. Construct

o Vi:=ker(T — u;l)

e p;: V=V given by p; =a;(T)q;(T) as in the proof of primary decomposition

theorem

Then:

e p,T = Tp; is obvious

o Y pi=Yia(T)qi(T) =1

e pipj = ai(T)aj(T)qi(T)g;(T) := a;(T)aj(T)s(T)mr(T) =0
e pi=pilprt-+p)=pi-I=pi

For the last part, note that

224



o p;V<V,ViiforVoeV,

(T — wil)pio = (T — u;i1)a;(T)q;(T)v = a;(T)mr(x)v =0

Therefore, p;V <ker(T — u;I) =V;

e Now, forallw e V,

Tw="T(p1+ -+ p)w
:Tp1w+---—|—Tpkw

= (ppr)w + - + (prpr)w

and therefore T = p1p1 + -+ + prps

Organization of future two weeks. We are interested in under which condition

does the T is diagonalizable. One special case is T = A, where A is a symmetric matrix.

We will study normal operators, which includes the case for symmetric matrices.
Question: what happens if mr(x) contains repeated linear factors? We will spend

the next whole class to show the Jordan Normal Form:

Theorem 9.2 — Jordan Normal Form. Let IF be algebraically closed field such that

every linear operator T : V — V has the form

where A;’s are distinct.

Then there exists basis A of V such that

(T)a,a =diag(Jy,- -, Je)
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where

for some p € {Aq,..., A}

Ji

o o o =
=
—_
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