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Model for Samples: Random sampling

226 CHAPTER 7 SAMPLING DISTRIBUTIONS AND POINT ESTIMATION OF PARAMETERS

was 298 milliliters because he or she knows that the sample mean is a reasonable estimate of
! and that a sample mean of 298 milliliters is very likely to occur, even if the true population
mean is ! " 300 milliliters. In fact, if the true mean is 300 milliliters, tests of 25 cans made
repeatedly, perhaps every five minutes, would produce values of that vary both above and
below ! " 300 milliliters.

The link between the probability models in the earlier chapters and the data is made as fol-
lows. Each numerical value in the data is the observed value of a random variable. Furthermore,
the random variables are usually assumed to be independent and identically distributed. These
random variables are known as a random sample.

x

The random variables X1, X2, . . . , Xn are a random sample of size n if (a) the Xi’s are
independent random variables, and (b) every Xi has the same probability distribution.

Random
Sample

A statistic is any function of the observations in a random sample.
Statistic

The observed data are also referred to as a random sample, but the use of the same phrase
should not cause any confusion.

The assumption of a random sample is extremely important. If the sample isn’t random
and is based on judgment or flawed in some other way, then statistical methods will not work
properly and will lead to incorrect decisions.

The primary purpose in taking a random sample is to obtain information about the unknown
population parameters. Suppose, for example, that we wish to reach a conclusion about the pro-
portion of people in the United States who prefer a particular brand of soft drink. Let p represent
the unknown value of this proportion. It is impractical to question every individual in the popu-
lation to determine the true value of p. In order to make an inference regarding the true propor-
tion p, a more reasonable procedure would be to select a random sample (of an appropriate size)
and use the observed proportion of people in this sample favoring the brand of soft drink.

The sample proportion, , is computed by dividing the number of individuals in the sample
who prefer the brand of soft drink by the total sample size n. Thus, is a function of the
observed values in the random sample. Since many random samples are possible from a popu-
lation, the value of will vary from sample to sample. That is, is a random variable. Such a
random variable is called a statistic.

p̂p̂

p̂
p̂

p̂

We have encountered statistics before. For example, if X, X2, . . . , Xn is a random sample of
size n, the sample mean , the sample variance S 2, and the sample standard deviation S
are statistics. Since a statistic is a random variable, it has a probability distribution.

X

The probability distribution of a statistic is called a sampling distribution.
Sampling

Distribution

For example, the probability distribution of is called the sampling distribution of the
mean. The sampling distribution of a statistic depends on the distribution of the population,
the size of the sample, and the method of sample selection. We now present perhaps the most
important sampling distribution. Other sampling distributions and their applications will be
illustrated extensively in the following two chapters.

X
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Observations in a random sample are also known as

independent and identically distributed (i.i.d.)

random variables
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Statistic

2
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Sampling distribution
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Why sampling distribution?

Statistical inference is concerned with making 
decisions about a population based on the 
information contained in a random sample from that 
population.

Sampling distribution is the link between probability and 
statistics.
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Empirical distribution

• Data can be “distributed” (spread out) in different ways

It can be spread out
more on the left Or more on the right Or it can be all jumbled up
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Model sampling distribution

• Relationships between Bernoulli and Binomial 
distributions

• In this setting
• Each time !" is the outcome of each draw:  

= 1, if black, otherwise = 0 
• !$ is the number of black stones
• Multiple experiments !$ is different and has 

variability

!"~&'() * , " = -, ., … , 0

!$ =1!"
0

"2-
~&3)(0, *)
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Alternative view

• Sample proportion is the percentage of black 
stones

!$ = -
01!"

0

"2-

• Claim: !$ is approximately normal distributed with 
mean * and variance = *(-6*)0

Sampling distribution 
describes the distribution of 
sample mean
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Normal Distribution
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Normal Distribution
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Important Fact

• Fact: If x1, x2  are independently normally distributed 
variables, then 

y = x1+x2

also follows the normal distribution:  
y ~ N(μ1+μ2,σ1

2+ σ2
2)
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Special case

• Making normal assumption about samples:

• Proof? 

Xi’s are normally independently distributed (a 
random sample from a Normal distribution with 
the known variance) 

!! 
X1 ,X2 ,!,Xn~N(µ ,σ 2)→ X ~N(µ ,σ

2

n
)→ X − µ

σ n
~N(0,1)

Sampling distribution of 
sample mean is normal, 
when samples are normal
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Example

1. The design of the machine has fill volume 300 mls, 
and variance 9ml. An engineer takes a random sample 
of 25 cans, what’s the sampling distribution of mean 
filling volume of a can of soft drink? 

2. The engineer finds the sample mean of fill volume to 
be 298 mls. Is this considered to be normal?
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ISYE3030: Basic Statistical Methods

Normal Distribution120 CHAPTER 4 CONTINUOUS RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS

probability density function decreases as x moves farther from !. Consequently, the probability
that a measurement falls far from ! is small, and at some distance from ! the probability of an
interval can be approximated as zero.

The area under a normal probability density function beyond 3" from the mean is quite
small. This fact is convenient for quick, rough sketches of a normal probability density function.
The sketches help us determine probabilities. Because more than 0.9973 of the probability of a
normal distribution is within the interval , 6" is often referred to as
the width of a normal distribution. Advanced integration methods can be used to show that the
area under the normal probability density function from is 1.#$ % x % $

1! # 3", ! & 3"2

Figure 4-11 Probability that X ' 13 for a normal
random variable with and "2 ( 4.! ( 10

10 x13

f (x)

Figure 4-12 Probabilities associated with a normal
distribution.

– 3 x! ! – 2µ ! – ! ! ! +! ! + 2! ! + 3! !

68%

95%

99.7%

f (x)

A normal random variable with 

! ( 0 and "2 ( 1

is called a standard normal random variable and is denoted as Z. The cumulative
distribution function of a standard normal random variable is denoted as

)1z2 ( P1Z * z2

Standard 
Normal 

Random 
Variable

EXAMPLE 4-11 Standard Normal Distribution
Assume Z is a standard normal random variable. Appendix
Table III provides probabilities of the form 
The use of Table III to find is illustrated in Fig. 4-13.
Read down the z column to the row that equals 1.5. The prob-
ability is read from the adjacent column, labeled 0.00, to be
0.93319.

P1Z * 1.52 )1z2 ( P1Z *  z2. The column headings refer to the hundredths digit of the
value of z in For example, is found by
reading down the z column to the row 1.5 and then selecting
the probability from the column labeled 0.03 to be 0.93699.

P1Z * 1.532P1Z * z2.

Appendix Table III provides cumulative probabilities for a standard normal random vari-
able. Cumulative distribution functions for normal random variables are also widely available
in computer packages. They can be used in the same manner as Appendix Table III to obtain
probabilities for these random variables. The use of Table III is illustrated by the following
example.
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P (µ � �  X  µ + �) = P (�1  Z  1) = 0.6827,

P (µ � 2�  X  µ + 2�) = P (�2  Z  2) = 0.9545,

P (µ � 3�  X  µ + 3�) = P (�3  Z  3) = 0.9973.

Tuo Zhao — Lecture 3: Sampling Distribution 9/37
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0 z

Z-Values

( ) ( )z P Z zF = £

Input: real number (z)
Output: probability  Φ(z)

)1(1 aa -F= -Z

aZ

a

Input: probability 
Output: real number 

a
aZ
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a-1

1
0.05 (0.95) 1.645z F-= =95.0)645.1()645.1( =<=F ZP

Useful equations:

aaa -=<=F 1)()( ZZPZ )(1 aa ZF-=

)(1)( zz F-=-F aa ZZ -=-1

Upper percentage point
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4-6 NORMAL DISTRIBUTION 121

Probabilities that are not of the form P(Z ! z) are found by using the basic rules of prob-
ability and the symmetry of the normal distribution along with Appendix Table III. The fol-
lowing examples illustrate the method.

Figure 4-14 Graphical displays for standard normal distributions.

Figure 4-13 Standard
normal probability den-
sity function. z0

= shaded area
P(Z ≤ 1.5) = Φ (1.5)

1.5

0.00 0.01 0.02

0

1.5

z

0.93319

. .
 .

. .
 .

0.93448 0.93574

0.50000 0.50399 0.50398

0.03

0.93699

0.51197

EXAMPLE 4-12
The following calculations are shown pictorially in Fig. 4-14.
In practice, a probability is often rounded to one or two signif-
icant digits.

(1)

(2)
(3)
(4) . This probability can be found

from the difference of two areas, 
. Now,P1Z " #1.252 P1Z " 0.372 #

P1#1.25 " Z " 0.372P1Z $ #1.372 % P1Z " 1.372 % 0.91465
P1Z " #0.862 % 0.19490.

% 0.10384
P1Z $ 1.262 % 1 #  P1Z ! 1.262 % 1 # 0.89616

and

Therefore,

(5) cannot be found exactly from Appendix
Table III. However, the last entry in the table can be used
to find that . Because

is nearly
zero.

P1Z ! #4.62P1Z ! #4.62 " P1Z ! #3.992,P1Z ! #3.992 %  0.00003

P1Z ! #4.62  % 0.53866
 P 1#1.25 " Z " 0.372 % 0.64431 # 0.10565

P1Z " #1.252 % 0.10565

P1Z " 0.372 % 0.64431

(1) (5)

0 –3.99

(2)

0 0

(3) (7)

0 0 0

0 0 0

1.26 0 1.26

–0.86

0.05

z ≅ 1.65

z ≅ 2.58

0.0050.005

– z

0.99

–1.37

=

1.37

=

0.37–1.25 –1.250.37

–

= –

(4)

–4.6 0

(6)

1
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Normal table
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Normal table



20

Exercise

• Example:  Three shafts are made and assembled in a 
machine. The length of each shaft, in centimeters, is 
distributed as follows:  

Shaft 1: ~ N (75, 0.09) 
Shaft 2: ~ N (60, 0.16) 
Shaft 3: ~ N (25, 0.25)  

Assume the shafts’ length are independent to each other:
(a) What is the distribution of the linkage?  
(b) What is the probability that the linkage will be longer 
than 160.5 cm?  
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Exercise: Airport Check-in

The amount of time that a customer spends waiting in the 
airport check-in counter is a normal random variable with 
mean 8.2 minutes and standard deviation 1.5 minutes. 
Suppose that a random sample of 49 customers is 
observed. 

1. Find the probability that the average 
waiting time for these customers is: 
(a) Less than 10 minutes; 
(b) Between 5 and 10 minutes.

2. What is a value such that 90% of chance, average wait 
time will wait shorter than that?
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Figure 7-1 Distributions of average 
scores from throwing dice. [Adapted 

with permission from Box, Hunter, and 
Hunter (1978).]

General case: Central Limit Theorem (CLT)

Sampling Methods and the Central Limit Theorem 279

Associate Number of Cases

Ruud 3
Wu 6
Sass 3
Flores 3
Wilhelms 0
Schueller 1

a. How many different samples of 3 are possible?
b. List all possible samples of size 3, and compute the mean number of cases in each

sample.
c. Compare the mean of the distribution of sample means to the population mean.
d. On a chart similar to Chart 8–1, compare the dispersion in the population with that of

the sample means.
10. There are five sales associates at Mid-Motors Ford. The five representatives and the num-

ber of cars they sold last week are:

Sales 
Representative Cars Sold

Peter Hankish 8
Connie Stallter 6
Juan Lopez 4
Ted Barnes 10
Peggy Chu 6

a. How many different samples of size 2 are possible?
b. List all possible samples of size 2, and compute the mean of each sample.
c. Compare the mean of the sampling distribution of sample means with that of the

population.
d. On a chart similar to Chart 8–1, compare the dispersion in sample means with that

of the population.

8.5 The Central Limit Theorem
In this section, we examine the central limit theorem. Its application to the sam-
pling distribution of the sample mean, introduced in the previous section, allows us
to use the normal probability distribution to create confidence intervals for the pop-
ulation mean (described in Chapter 9) and perform tests of hypothesis (described
in Chapter 10). The central limit theorem states that, for large random samples, the
shape of the sampling distribution of the sample mean is close to the normal prob-
ability distribution. The approximation is more accurate for large samples than for
small samples. This is one of the most useful conclusions in statistics. We can rea-
son about the distribution of the sample mean with absolutely no information about
the shape of the population distribution from which the sample is taken. In other
words, the central limit theorem is true for all distributions.

A formal statement of the central limit theorem follows.

CENTRAL LIMIT THEOREM If all samples of a particular size are selected from any
population, the sampling distribution of the sample mean is approximately a
normal distribution. This approximation improves with larger samples.

If the population follows a normal probability distribution, then for any sample size
the sampling distribution of the sample mean will also be normal. If the population dis-
tribution is symmetrical (but not normal), you will see the normal shape of the distrib-
ution of the sample mean emerge with samples as small as 10. On the other hand, if
you start with a distribution that is skewed or has thick tails, it may require samples of
30 or more to observe the normality feature. This concept is summarized in Chart 8–2

LO5 Explain the
central limit theorem.

Lin01803_ch08_265-296.qxd  10/26/10  8:40 AM  Page 279

Sampling distribution of 
sample mean is normal, 
even when samples are 
NOT normal

Rule of thumb: when n > 30 
this works pretty well.
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Exercise: Coffee

For the “number of coffee drink / day” question, 
assume the number of coffee drink / day is a 
random variable with mean 1 and variance 0.5.

There are 58 responses of survey. What the 
sampling distribution of the sample mean?
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One Population: 

Sampling Distribution of Sample Mean With 
Known Variance

Xi’s are normally independently distributed (a random sample 
from a Normal distribution with the known variance) 

!! 
X1 ,X2 ,!,Xn~N(µ ,σ 2)→ X ~N(µ ,σ

2

n
)→ X − µ

σ n
~N(0,1)

Two Populations: 

!! 

X1 ,X2 ,!,Xn1 ~N(µ1 ,σ 1
2)

Y1 ,Y2 ,!,Yn2 ~N(µ2 ,σ 2
2)

⎫

⎬
⎪⎪

⎭
⎪
⎪

→ X −Y ~N(µ1 − µ2 ,
σ 1

2

n1
+
σ 2

2

n2
)

Two independent random samples from two Normal distributions 
with the known variances
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Aircraft Engine Life

• The effective life of a component, 
X1, used in a jet-turbine aircraft 
engine is a random variable with 
mean 5000 hours and standard 
deviation 40 hours. The engine 
manufacture design a new 
component X2, which increases the 
mean life to 5050 hours and 
decreases the standard deviation to 
30 hours. Assume X1 and X2 is fairly 
close to a normal distribution. 
Suppose n1 = 16 samples of old 
components, and n2 = 25 samples 
from the new components, are 
selected. What is the probability that 
the difference in two sample means 
is at least 25 hours?
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Central Limit Theorem (CLT) for two 
populations
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Example: Time 
in the morning

• The time for students to get 
ready in the morning, for male 
and female students. 
• There are n1 = 33 girls and n2 
= 25 guys who provides the 
answer 
• Assume the time for girl is a 
random variable with mean 30 
minutes, and the time for guy is 
a random variable with mean 20 
minutes. The standard deviation 
for both of them is 10 minutes.
• What is the probability that 
the difference in two sample 
means is at least 10 minutes?

female male

4
5

6
7

8
9

Sleep Hours by Gender

female male

0
1

2
3

4

Coffee Consumption by Gender

female male
0

20
40

60
80

10
0

12
0

Time to Get Ready by Gender

Of course the variance is unknown…






