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Continuous distribution

Section 3.2  exponential, gamma, chi-square Distributions

Let X have a Gamma distribution with @ = 2, ¢ = g where 7 IS an

: - — 1 r/2-1,-x/2
integer. The pdf of X'is f(x) = T e X/, x> 0.
Then X has chi-square distribution with r degrees of freedom,

which is denoted by X ~x2 (7).

Substitute the o and ¢

>Mean and Varlance In mean and variance
of Gamma
E[X] — C(H =T, Var(X) — @92 — 2/r7 distribution into it.
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Remark: chi-square distribution plays an important role in
Statistics. The tables of the values for cdf of chi-square
distribution are given in our textbook!
F(x) = jx = r/2-lemw/2g
= X F(r/Z)Z’”/ZW e w.
for selected values of r and x. (Please check Table IV in Appendix A
on textbook)

Example 2

Let X have a chi-square distribution with r=5 degrees of
freedom. Then find P(1.145 < X < 12.83) and P(X >
15.09).

Solution:
P(1.145 < X <12.83) =F(12.83) — F(1.145) ,
=(1—10.025) — (1 — 0.95) = 0.925
P(X > 15.09) =1 — F(15.09) =1 — (1 — 0.01) = 0.01




Continuous distribution
Section 3.3 Normal distribution

Situation: When observed over a large population, many
variables have a “bell-shaped” relative frequency distribution.

ANumber of Students

* Weight of male studentsin 30
Gatech

« Height

 TOFEL,IELTS test score

65 80 95 Score of

test

A very useful family of probability distributions for such
variables are the normal distributions.



A continuous RV X is said to be normal or Gaussian if has a pdf
of the form

)= e (3 L) e (coohoo)

where u, o are two parameters characterizing the normal
distribution. Briefly, X~N(u, 02).

: : What’s
» f(X) is a well-defined pdf i o
o f(x) >0 for all z. pwand g? ?

- consider mean
e We need to check whether [~ f(x)dr = 1. and Variance.

We take I = [° f(z)dz = [°. —=— exp (—l “”‘2“)2) dx.

— 0 27o? 2 o

By change of variable, we take z = “=#. Then

>~ 1 1
I = exp | — =22 | dz.
/_oo V2 P ( 2 >

Since I > 0, it suffices to check I? = 1.




» f(X) is a well-defined pdf (c.n.t.)

—+ o0 —+o0
L e_zz/de/
27‘- — o0 — o0

+0o0 +00
! / 6_32/2€_y2/2dzdy =
— o0

I? e_y2/2dy
1 [T

T or oo 2T ) _ o

= 0 :
Yo rees (polar coordinate)

|Coordinate change : { ,
z=rsinf

2 Y i —r?/2
I — e rdrd0
27T 0 0

+OO 2 2
/ e~ (/2

— >
1[4 00 Ray ## =
= — do - / e 2rdr = 1 ____1 .
21 Jo 0 /"f “~P(y,2)=P(r,0)
ThUS, I — 1, and we haVe Illlliﬂmmt‘.-u "}’f Z\\"'-
shown that f (x) has the [oomeins | A8 = Ye=0,r=0
properties of a pdf. '-. o)y | Tnitial ray
If you don’t know some \ /
specific steps to derive this \ /
conclusion, memory is a good —

solution.
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» Mean and Variance (mgf approach)

Assume X ~ N (p,0?), then M(t) = E[e"*] = [T et“”\/ﬁe—(“}_“)w(%z)dm

2 2 1
letTe(@=m7/(207) — expd —— [162 —2(u + ot)w + /LZ]
202

2
Note that 2% — 2(u + o%t)x + p? = [CE — (pu+ 0215)} — 2uo’t — o*t?)

tee 1 9,12 —2u0’t — ott?
M(t):/_OO Wexp{—ﬁ[w—(u—ka t)] }dm-exp( 5 )

|Recall for any g, it holds that I = f_Jr;o \/2;7 exp (— (w2;§)2) dr = 1.‘

Substituting p with too g 1 L B
1+ o*t implies /_OO WGXP Ry [«’E (u+o t)} dr =

How to derive
the mean and

—2u0?t — o*t? 1 Variance based
M(t) = exp ( 952 =oxp (pt+ 507t ) g mgf ?
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» Mean and Variance (c.n.t.)
M(t) = (u+ o°t) exp (“t * %"2?52) M'(0) = p = E[X]
M (0) = (u+ 0% exp (it + 3o > M(0) = 4+ o® = EIX?
]

1
+ o exp (,ut + —02t2> :

2
Remark: For X ~ N(u,62), it holds that E[X] = p, Var(X) = ¢*.

Example 1
A RV X has the pdf

1 (x+7)?
f(w)—@exp<— 25 ), xr € (—00,400).

Calculate the mgf of X.
Solution. One can check that X ~ N(—7,16), then

E[X] = —7, Var(X) = 16.

Hence, we obtain its mgf M (t) = exp(—7t + 8t2).



Definition
A RV'Y is said to have a standard normal distribution if Y ~ N(0,1),
l.e., Its pdf is

1 y?

f) =\/T—n€_2

tis caf () = POV <) = [ f(z)az = [

— o0

Y 1
=% /2dz.
2T

0.4

This area ) * Values of ®(y) for some
is ®(y) 037 values of y = 0 are given in
\ ! Appendix A in our textbook!

« Due to the symmetry of f(y),

P(y) =1 - ()
- forallreal y.




Example 2
Take Z ~ N(0,1), then compute

P(Z <1.24),P(1.24 < Z < 2.37), P(—2.37 < Z < —1.24),
P(Z >1.24),P(Z < —2.14), P(—2.14 < Z < 0.77)

Solution :
Using Table provided in Appendix, we have:
P(Z <1.24) = ®(1.24) = 0.8925
P(L.24<Z < 2.37) = ®(2.37) - ®(1.24) = 0.9911— 0.8925 = 0.0986
P(—2.37<Z <-1.24)=P(1.24< Z < 2.37) = 0.0986.
Using Table in Appendix, we have:
P(Z >1.24)=0.1075
P(Z <-2.14)= P(Z >2.14)=0.0162

Finally, we have:
P(-2.14<Z2<0.77)=P(Z2<£0.77)-P(Z £-2.14) =0.7794-0.0162 = 0.7632.



given a probability p, we can also find a constant a so that

P(Z < a) = p through using the table!.
Definition | the upper 100a percent point

It is a number z, such that the area under f (x) to the right of z,, Is a.

That is,
P(Z=z,)=«a
Il-i.'. -
37
02
The area The area
Isp 01l s a
N A4
2 | | | 3
T Z,

K
(100p)th percentile

/

Note that

P(Z < z,)
=1-P(Z = z,)
=1-a.
So z, Is the (100(1-a))th
percentile.

the upper 100a percent point
P(X < np) = p, T, is (100p)th percentile.



Example 3
Z~N (0’1)1 Find Zo0125> Zoos> Zo025

Solution:
< P(Z 22,,,)=0.0125. By checking the Table in book, Z;.,s = 2.24.
Similarly, z, . =1.645, Zy 005 =1.960.

Now we know to compute ®(y) by looking up the table
forY~N(0,1). But what if Yis not standard normal?

Theorem o, is N (1, 52), then X = (Y — u)/o is N(0,1).

Proof . The idea is to show X has the same cdf as N (0,1).
Y

‘“sxyn%Yszh@:jfwfwmy cdf of
o ) N(0,1)

2
Change of _ (2 exp(_l(y_ﬂ) )d
variable with 270t 2 o
_YTH . 1
W _ ju—

exp(—%wz)dw = ®(X)

P(X < x) = P(

o 2

27O



With the theorem just now, for X ~ N(u, %),

Pa< X <b)= P(a_“ XM b_“jzcb(b_—“j—cp(a_—“),

O o) o) o) o)
where ®(e) is the cdf of N(0,1).

Example 4

X ~N(3,16). Compute P(4< X <8) and P(0< X <£5).
Solution:

P(A< X <8)= P(4 3 . X43 8- 3) ®(1.25)— d(0.25) = 0.8944 —0.5987 = 0.2957.

P(0< X <5) = P(O 3 X43 >~ 3) ®(0.5) — d(~0.75) = 0.6915—0.2266 = 0.4649.

In the next theorem, we give a relationship between the
chi-square and normal distributions.



Theorem

. 2
If the RV X is N (1, 0?) with o >0, then X =4 _ 2

o
2 (X ,U) . :
Proof : LetV =Z . Then consider the cdf of V :
G
G(V) =PV <V)=P(cW <Z < W) withZ =2 =# y> 0.
O
1 1
G(v) = j —e2 dz—zj —e2 dz
Changing of variable with
G(V) = 2_[ —e 2 idy:fV e_zydy > 0. 2=y and dz
0
NP 2\/§ 127z dy 2\/*
The pdf of V is: g(v)=G'(v) = 21 e_5v,v20. since g(v) is a pdf, j:g(v)dv:l.
7V
~>v 1 ¢~ 1 1 = 1 1
=1= e2dv= e¥dx=——| xY*eFdx=—=T(=
jo 271V \/;Jo \/; \/;.[o \/; (2)
1,
=T(= ) \/—:>g(v)_1—v”2‘1e 2 v>0.
rE )2”2

=V ~ 2@
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