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Aircrew Escape System

* Aircrew escape systems are powered by a solid
propellant. Rocket motor contains a propellant.

* To reject seat properly, specification require that
the mean burn rate must be 50cm/s. Burning too
slow or too fast are both not safe. H.: Y= ST

10 samples are tested to determine
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Statistical hypothesis test

Statistical
Hypothesis

Statistical hypothesis testing of parameters are the
fundamental methods used at the data analysis stage
of a comparative experiment

Many types of decision-making problems, tests, or
experiments in engineering world can be formulated
as hypothesis testing problems

J\’(/“") }‘vl ﬂ:O-
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A statistical hypothesis is a statement about the parameters of one or more populations.




Hypothesis Test

* Interested in burning rate of a solid propellant
* Burning rate is a random variable

* Deciding whether or not the mean burning rate is
50 cm/s

Null hypothesis Hj: . = 50 centimeters per second
Alternative hypothesis H;: i # 50 centimeters per second

* A procedure leading to a decision about a
particular hypothesis using data is called a tes
a hypothesis
\_’\-/\—



Testing a hypothesis

 Testing a hypothesis involves taking a random
sample, computing a test statistic from the
sample data, and then use the test statistic to
make a decision about the null hypothesis

 E.g. Take 10 samples ->-(-§ fo.t
Hy: i = 50 centimeters per second Séqf"‘b’l'%@
H: n # 50 centimeters per second
Rejection region Acceptance region Rejection region
Reject Hy Fail to Reject H Reject H
u=50cm/s uw=>50cm/s = 50 cm/s
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Statistical Hypothesis Testing

Hypothesis-testing procedures rely on using
the information in a random sample from
the population of interest.

If this information is consistent with the
hypothesis, then we will conclude that the
hypothesis is true; if this information is
inconsistent with the hypothesis, we will
conclude that the hypothesis is false.



Statistical Hypothesis Testing

* For example, comparing the mean of a population to a specified value

(H- % folse

i, s )
_ 2 Conclusion about
N(p=1,0"=7) null hypathesis
sample
NuII Hypothem{
population X, X,

Null HypotheS|s

is not rejected

Null Hypothesis Ho:u = g H,: g2 — 0_% (l—-‘ 0 s Q’"L
Alternative Hypothesis H1: [t # g H,:0% + 0'% H, 1S #(SQ,)

A statistical hypothesis is a statement about the parameters of one or more populations.




Key Questions

 How to set-up the hypothesis test?
» How to make decision? uztﬂs‘(ﬁqg sty st
iSt

— How to choose detection statiStic?

— How to determine threshold?

Reject H
u= 50 cm/s

Fail to Reject Hg
u=50cm/s

Reject Hp
w= 50 cm/s

 Concepts
— Test statistic
— Decision: “Rejection” “acceptance”
— Significance level
— p-value

48.5

50

51.5
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Class Activity

(1) Is the co!:nti)’alr’? P(tails)=P(heads)
(ta:l)-
Ho: ??'y H1 2?7 R“““D&Ji,

(2) A machine produces product (X) with mean p, variance s?

(2a) Is the variability under control by ¢35?
H,: 7776 |§f’ 2?27 ( >6o

(2b) Do we support the hypothesis that the machine in
average produce an item of a size larger than a known p,?

Hy: 22?2  H,: 222

Mo g Mo



Type of Hypothesis

Simple Hypothesis

Testing two possible  H  : 1 =12 null hypothesis
values of the _ _
parameter H U= N4 alternative hypothesis

Composite Hypotheses

Testing a range Hy:p=10 Ho: o = 30
of values Hl <10 Hy:w # 50
X: customers’ waiting Average diameter

time in a bank of screw

10



Errors in Hypothesis Test

Type I Error

Probability of
Type I Error

Type II Error

Probability of
Type II Error

Rejecting the null hypothesis H,, when it is true 1s defined as a type I error.

@ P(type I error) = P(reject Hy, when H,, is true)

(9-3)

Failing to reject the null hypothesis when it is false is defined as a type II error.

@: P(type Il error) = P(fail to reject H, when H,, is false)

(9-4)

Table 9-1 Decisions in Hypothesis Testing /
Decision H, Is True H, Is False
Fail to reject H,, no error type II error
Reject H, type I error no error

Pal
e,
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Court room decision

Suppose you are the prosecutor in a
courtroom trial. The defendant is
either guilty or not. The jury will
either convict or not.

truth

HO’ : H N

Not Guilty Guilty

Free-of-guilt Rl.gl.lt Wr.o.ng

decision decision

decision -Tﬁe - L]
] Wrong Right
Convict decision decision

12



Class Activity 2

In 1999, a study on the weight of students at GT provided an average

weight of p =160 Ibs. We would like to test our belief that the GT
student weight average did not increase in 2020 (compare to 1999)

1. What is the alternative hypothesis? H o> M :(6 Y
— |

A.H;: p=160 60

2. Test Hy: pn =160 vs. H,: p > 160. What is P(Reject H, | p = 160)?

wpe | error B. Typell errorl/<
3. Test Hy: n =160 vs. H,: p > 160. WHat is P(Accept H, | p > 160)?

A. Type | error We Il error

13



= P(X < 48.5 when u = 50) + P(X > 51.5 when . = 50)

o~ T ~———Type | error
o undex Ho’j;:.ng 6= 2
K~ N(50257)

2 o/2 =0.0287 o/2 =0.0287

X~ N5, 2‘,%')
O(=P(M§E5: ) < ¥§.9

S5 Figure 9-2 The critical region for Hy: p = 50
¥ \7( M, —S >3 |-Sversus H,: o # 50 and n = 10.

485 u=50 515 X

N~
~P“ 0"""( ‘f€ 1“ Rejection region Acceptance region Rejection region
‘WJ /°) Reject Hy Fail to Reject H Reject Hy
- fﬂ”""( r( S, u=50cm/s w=50cm/s w= 50 cm/s
= 0. O—S ] o=
48.5 50 51.5 X

14



Suppose that the standard deviation of burning rate 1s ¢ = 2.5 centimeters per second

o = P(X < 48.5 when p. = 50) + P(X > 51.5 when . = 50)

n =10 samples

o/NVn=125/V10 = 0.79.

485 — 50 515 - 50

9= g9 - 90 and =g

= 1.90

a = P(Z< —1.90) + P(Z > 1.90) = 0.0287 + 0.0287 = 0.0574

15



2 2
H{:pu=>52 X ~ M52 73 )

N
B)F P(485=X=515whenp =52) “M%04,;
N
The z-values corresponding to 48.5 and 51.5 when p. = 52 are 'x'.. 2
i,
48.5 — 52 443 q 51.5 — 52 0.63
{1 — — T 4. an iy — — —VU.
\919\' 0.79

@ ,)Y\ovm(r‘ .\" 52 H )_.. Noxin( %t, i‘l/\(

B=P(—443 < Z < —0.63) (z< —0.63) — P(Z < —4.43)
= 0.2643 — 0.0000 = 0.2643

16



Significance Level

* Generally, the statistician controls type | error
probability a when she selects the critical values

« Set type | error probability at a

called significance level $3 e oof

* Deal with the corresponding type Il error
resulted from this

A widely used procedure in hypothesis testing is to use a type 1 error or significance
level 0 This value has evolved through experience, and may not be appro-

priate for Al Situations. To m\ or Q(J ne %ﬁ\,’( K@” » — Cm
<

Typical value for significance level: ~ \?\»i{ (1
0.1, 0.05, 0.001

17




Statistical Power

Power =1 — = P(reject H, when H, is true)

Example: power function for the test
P(reject Hy)

—————

H, :u#0

Power

The power of a statistical test is the probability of rejecting the null hypothesis H,
when the alternative hypothesis is true.

18



p-value

Fixed significance level report the results of a
hypothesis test ‘@pe— T<dJ

» Significance level is an upper bou@

* But this way we have no idea how strong the
evidence is

U
Also report p-value of the statistic
e~ 15 S mo.((py

0.003 i 7 ab

\
0. 0o ovide e ¥ &Yoﬂer
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p-value

rlox M=o Jh: M=o o Prvalee= X >z) H, s émé
’ YMN(M‘;.:) o Reoli zzteen Qp X e > 'P(N‘% )>z|»“-
{

The P-value is the probability that the statistic will take on a value that is at least as
extreme as the observed value of the statistic when the null hypothesis HO 1s true

= N )V(O 22 2)

» Given a significance level a =05 .

= (.0900
* If the p-value is smaller than « = Reject H,

= ©.0b
» If the p-value is larger than a =

there is not enough evidence to reject H,

20
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9-20. A manufacturer 1s interested in the output voltage of a
power supply used in a PC. Output voltage 1s assumed to be
]Maﬂy distributedl with standard deviationl@volt, and
the manufacturer wishes to test Hy:w = 5 volts against
H:w # 5 volts,using n = 8 units. .

(a) The acceptance region is 4.85 = x = 5.15. Find the value
of .
(b) Find the power of the test for detectng true mean outgut

voltage of 5.1 Volti XNM"/ ) )V(S \/ O\zj)

9-23. In Exercise 9-20, calculate the P-value if the observed

statistic 1S
(a) Xx=52 (b) x=4.7 () x=5.1 Ed

pror == s - pUESSX <t | 4= 5) < |- m"k\e[m@‘@

»
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He « 1= §
G =z 0.25 Hy: p45
4&s €2 SO —
- — — 0.
L= (- (P(WS““ S lp=s)  xen(s. w)

f

(- P ( %¥=5 K= ¢ Lii'y)
67’5/( 0. 75/(5/ 0. 3/t

[ By -2 b16m)]
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()
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@, (},: |€<4.KS€3< g S.s| p= @7)

= 3 5‘15-4.7> & ‘3(5“4'7):@0448
035/5 s

@ @: “3(4&55)2 CS.(SI}’{/

- @CSJS-ﬁ*-I _ &(4‘&? =0,704

O-.ZS/Q @73/




Cobybon b 923

Accurre Ho' p=5 H uss

, 08
& When F=52,  under H,, X~ 5P

F‘VO""N' = me'ﬂn_{ P(HO(-X’P/SIZ)/ PYHO(XSS.%}
= S P’Ho (x25.2) = 0620

(B When Xz L,
PJ\/aL«Je = 2M1‘f3{ PYHO(-)Z’/%?)) P’Ho(}zs %7>}
= 2k (K5 £7) = 0oogy

© Who X=5]  phe = 2P, (F25. )= 02576
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# clear space
rm(list = Is())

# initialize

n <- 50

X <- (450:550)/100

y <- rep(0, length(x))
len <- length(x)

ind <- 1:len

CR upper <-5.15
CR lower <- 4.85

#CR_upper =10
#CR lower =3

for (i in ind){

1.0

02 04 06 0.8

Power function

4.6

y[i] <- pnorm((CR_upper-x][i])/(0.25/sqrt(8)), 0, 1)-

pnorm((CR _lower-x][i])/(0.25/sqrt(8)), 0, 1)

print(1-y[i])

}

plot(x, 1-y, type="I"
col = "blue")

, main="Power function”, ylab = "x",

4.8

5.0

5.2

5.4




ANl O o

Hypothesis Testing Procedures

.M
E’“““d)(@ Ho Mo A H,: upo
Parameter of interest: From the problem context, identify the parameter of interest.
Null hypothesis, H,: State the null hypothesis, H,.
Alternative hypothesis, M,: Specify an appropriate alternative hypothesis, H,.
Test statistic: Determine an appropriate test statistic.
Reject M, if: State the rejection criteria for the null hypothesis.

Computations: Compute any necessary sample quantities, substitute these into the
equation for the test statistic, and compute that value.

Draw conclusions: Decide whether or not H;, should be rejected and report that in
the problem context.

Report p-values

| <> H- S occﬂ)%
ﬁ@e 5 0 Oidbnce & oy edh H,,/‘ ™



Inference on the Mean of a Normal Population —

Variance

Null Hypothesis Test Stitistic Distribution under HO
Hy: p = pty 7. =X ko Z, ~ N(0.)
0 G/\/% 0
Alternative Rejection/Critical ‘ q@md
Hypothesis Region H° N
(HO is rejected)
)
Hy:u# 1 ‘ZO‘>Za/2
Accepb Re3eck
Ho 2 Ho | H:u> 7 >7 } Threshold:
A‘-—'L'ZS 0 a | Critical values
Vo
. Reyed Pt H,
9) - o
f 2| Hy:p<p Zy<~Zy | W 22

26



Why this gives the desired significance level?

+ Proof : €-§ Hi o B3 o
o = ° Creject Ho when Ho

- (P< (2] 2 2up | B M0)

g frue )

Xy - Xn ¥ N(}‘LD>O’2)

= X- Mo NEO
2 76/47\/\/ (/)

v (Yo dzj:(r\x—bior\ a:f 201/.,,) ' /N(O/”

A= %here /\
|

> ) e

o ) =
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Example: Battery life

* The life in hours of a battery is known to be

approximately éormally distri d with standard

deviation 1.25 hou

« A random sample of10 batterie® has a mean life
of 40.5 hours )
t

. Is there i ort the claim-tha
battery lifeCexceeds 40 hours2Use @

28
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l. P&mmefer: ‘fﬂf baﬂ{r\? u&{e Jr
)(n"' Xon idN()’\,S'Z),V:l.'Z\S

nuAl ‘\jfo""heS’;S: : }A 4.0
Aremative - H‘. w a0 (Jod) e

2
3.

o fesh Shodistic - gf;w(ord\-/ea( JWv\f){ mean = a_/\[__
S

{

(0

n

Re)‘ed- Ho '.,‘F: ‘Zo > 201 ol= 0.05

7. DIM W(Lus;t‘lh: 22_0 '5_ M)’ ?reaj-p_/ %M 2& (V/(Aa{,(
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- Vaue shserved stebostc ool = (1265

-t

(we rQJéc'F Hy when M LS /Drﬁe'/? N (o.1)
Therfre ,  p-value = P (%eﬁ* staf > [.265)
= |- &(1-265)

= 0./03 > A= 0.05
S0 """0{\620{/ we dom'f pwe qumflx

ey dace 0 /éjem’- Heo
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More Examples and Case Study

31



1. lce Hockey Player: Variance Parameter

9.-77. The data from Medicine and Science in Sports and
Exercise described in Exercise 8-48 considered ice hockey
player performance after electrostimulation training. In

summary, there we layers and the sample standard devi-
ation of performance wnds.

(a) Is there strong evidence to conclude that the standard devi-
ation of performance fime exceeds the historical value of
@seconds? U€ o = 005 ;’ ind the P-value for this test.

[. Paramefor g
2/ 3. N / Alevache HJP,J%J;‘
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Inference on the Variance of a Normal

Population
SO.V‘UJ)C Vo 18 (g
Null Hypothesis Test Statisti@/ Distribution under HO
n—1 2 2
HO:Gzzcg ;((?:( 5 Xo ~x (n=1)
% -
b Alternative Rejection/Critical A
=id\1‘s3 (e, r+j Hypothesis Region <t Ho
(HO is rejected) \ﬁ/ |
2 2 \ M Ky
Xo> X or TL
H . ) 9) al2,n-1 g ?f
1 O +* GO Zz < o) P—ﬁep‘ X
0 l-a/2,n-1 H° XD
2 2 > Critical values
H 0" >0; > X
| o | K0T X .
2 2 e f
. 2 | Ko <X o, )
Hl .0 < O 0 l—a,n-1 é S \76




Hypothesis Testing Using Confidence Intervals -

Variance of a Normal Population

« Collect a sample and construct a 100(1- a)% CI

L2 2
H,:0" =0 (n-1s* (n—1)s’
, 2# CI: 5 =
H,:0" # 0,
al/2,n-1 l-a/2,n-1 |

/ _

i A 2
L2 2 —1s? L2 2 (n—1)s
H,:0" =0, = CI: (”21)5 o0 Ho-"2 —O';) = CL:| 0,/
H :0° > 0'3 L X ) Hi:o0" <oy \ lean-l |
Lower CI Upper CI

+ If the Confidence Interval does NOT includecs;, then Reject HO

34
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2. Engineering Higher Education:

Sample Proportion
9.92. rete-ln _Fortune (September 21, 1992) claimed / aYa meler
thafpearly one-h engineers continue academic studies ' P \

beyond the B.S. degree, ultimately receiving either an M.S. or F |

a Ph.D. degree. Data from an arti¢le in Engineering Horizons

(Spring 1990) indicated thaf 1 ofew engineering D / 3

graduates were planning graduate study. ' |

(a) Are the data from Engineering Horizons consistent with HO“ I) Y
the claim reported by Fortune? Use a = 0.05 in reaching |
your conclusions. Find the P-value for this test. H ) P; 4

(b) Discuss how you could have answered the question in part 2
(a) by constructing a two-sided confidence interval on p.

YOUR LIFE AMBITION - What Happened??

(wonD, \-w.h
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. Prize
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, / Fepperoni 3
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Inference on a Population Proportion

Null Hypothesis Test Statistic Asymptotic Distribution
n— under HO
Ho:p=po Zy =10 Z, ~ N(O,1)
\/po (1-py) 0 ’
n
Alternative Rejection/Critical
Hypothesis Region
(HO is rejected)
)
H13P¢Po ‘Zo‘>Za/2
H,:p>p, Z,>Z, } Critjcal values
H,:p<py Ly<—Z,

37



Hypothesis Testing Using Confidence Intervals a

Population Proportion

« Collect a sample and construct a 100(1- a)% CI

H,:p=p, [ 51— b 5(1— 7
1 p-p) . p(-p)
lep;,__po ‘CI P Za/zJ . 9p+Za/2J

H: = _,\ Al_l\
P=P ) cr p_Za\/p( p),+OOJ

H :p> n
1P = Po B Lower CI

H,:p=p, = CI:[—oo,f)+Za\/p(1_p)
H :p<p 7
: 0 Upper Cli

« |f the Confidence Interval does NOT include po, then Reject HO

38



1 . PmMy-{-Q—f - Of-' L:w'(ﬂ—!‘()" : P @

3 { HO: P: 0‘5 <P°:051 n-= 4.%4'
3 ) - \pﬂiogs Aora: b= U7 J084 =p. 242
4 Test stekshic: 5 - P-Po _ 0.24z-07

imwo‘) \fo;xw

n 484
S. RQJCCJ- Ao whe, 2o < — 2o =) @j@
N .

(. Cowurw{‘e: ‘Zo’-" ~1).362
[ %6.05“ = |. 945
n. Véjfc)— Ho Swme Zo< - 20
§.  p-veme: P 2 <g)= d(-1.362)

= 3.4 o~ °
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3. Comparing two paints

A product developer is interested in reducing the drying time

of a primer paint. Two formulations of the paint are tested; for-

mulation 1 1s the standard chemistry, and formulation 2 has a

new drying ingredient that should reduce the drying time.

From experience, it 1s known that the standard deviation of = 6 < 6.=
drying time i@minutes, and this inherent variability should 7 ' 2

be unatfected by the addition of the new ingredient( (Tep) pec- p= .= ] 0
imens are painted with formulation 1, and another Q) peci- |

mens are painted with formulation 2; the 20 specimens are T{‘ = | 2| j(';/_-.\ ,),\

painted in random order. The le average drying times
arinutes and\x, = 112/minutes, respectively.
What conclusions can the product developer draw about the

effectiveness of the new ingredient, usingé =005  JilliE (O

FOP“ (&ﬁor\ OV"\S'('Y%L:, lons  ove  Ds




Inference for Differences in Means of Two

Normal Distributions ( variances)

Null Hypothesis Test Statistic Distribution under HO
, _(X-1)-A,
_|_

™ S

Alternative Rejection/Critical

Hypothesis Region
(HO is rejected)

\

H oy —p, #A, ‘Zo‘>Za/2

Critical values
Hy oy —py > A Zy>2Z, >

H, @y — 1, <A, Zy<—4, )
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Hypothesis Testing Using Confidence Intervals Mean of

Two Normal Populations — Variance

* Collect a sample and construct a 100(1- a.)% CI

Hy:py =, =A = = ol 0o v v o 0,
=D (X -Y)-Z X |[—+—2<pu -, <(X-Y)+Z_,x |—++—2
H, -, # A, ( ) =2, v Hy = Hy <( )+ 2y, n o,

Hy oy =y = A
Hy oy =y > A

nooon Hy gy =y <Ay nooon

2 g2 H,:u,—u, =A L 2 2
l){()_(—f)—Zax\/a1 + 22 ,+oo] 0T 0»[—00,(X—Y)+Zax\/"1 +"2}
Lower CI Upper CI

* |If the Confidence Interval does NOT include A, then Reject HO

42
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4: comparing catalysts

EXAMPLE 10-5 Yield from a Catalyst

Two catalysts are being analyzed to determine how they affect
the mean yield of a chemical process. Specifically, catalyst 1 is
currently in use, but catalyst 2 is acceptable. Since catalyst 2 is
cheaper, it should be adopted, providing it does not change the
process yield. A test is run in the pilot plant and results in the
data shown in Table 10-1. Is there any difference between the
mean yields? Use o = 0.05, and assume equal variances.

. 0 N
Table 10-1 Catalyst Yield Data, Example 10-5 3 3 5‘ S_‘d 1y { ’\ o OOU\WS
Observation :
Number Catalyst 1 Catalyst 2
1 91.50 89.19
2 04.18 90.95
3 92.18 90.46
4 95.39 93.21
5 91.79 97.19
6 89.07 97.04
7 94.72 91.07
8 89.21 92.75

X, = 92255 X, = 92733
@ s, = 2.98




Comparing by descriptive statistics
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88 93
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Figure 10-2 Normal probability plot and comparative box plot for the catalyst yield data in Example 10-5.

(a) Normal probability plot, (b) Box plots.
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* General procedure for hypothesis test

@irect method: define rejection region

 For several parameters of interest

Using confidence interval
Compute p-value

Mean: when variance is known and
Variance

Sample proportion

Comparing two populations

nown
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Additional Examples
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9-47. Medical researchers have developed a new artificial
heart constructed primarily of titanium and plastic. The heart

will last and operate almost indefinitely once it 1s implanted 1n
the patient’s body, but the battery pack needs to be recharged
about every four hours. A random sample of 50 battery packs
1s selected and subjected to a life test. The average life of these

batteries 1s 4.05 |

hours. Assume that battery life 1s normally

distributed with standard deviation o = 0.2 hour.

(a) Is there evidence to support the claim that mean battery
life exceeds 4 hours? Use a« = 0.05.

(b) What is the P-value for the test in part (a)?
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A1. Cloud seeding

9-60. Cloud seeding has been studied for many decades as
a weather modification procedure (for an interesting study of
this subject, see the article in Technometrics, “A Bayesian
Analysis of a Multiplicative Treatment Effect in Weather
Modification,” Vol. 17, pp. 161-166). The rainfall in acre-feet
from 20 clouds that were selected at random and seeded with
silver nitrate follows: 18.0, 30.7, 19.8, 27.1, 22.3, 18.8, 31.8,
234,21.2,279,319,27.1,25.0,24.7,269,21.8,29.2, 34.8,
26.7, and 31.6. Assume the true standard deviation is 4.

(a) Can you support a claim that mean rainfall from seeded

clouds exceeds 25 acre-feet?
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Parameter of interest u

Hypotheses Hj,: u =25
H1 : u> 25

X-p0 _ 26.035-25
o/Nn  4/VJ20

Test statistic Z; = =1.157,X=26.035,0=4,n=20

Rejection HOif Zy, > Z, = Zy o5 = 1.645

Fail to reject HO. So HO is true.
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A2. Network response time

Example The response time of a distributed computer system is an
Important quality characteristic. The system manager wants to know
whether the mean response time to a specific type of command
exceeds 75 millisec. From past experience, he knows that the
standard deviation of response time is 8 millisec.

If the command is executed 25 times and the response time for each
trial is recorded. The sample average response time is 79.25 millisec.
Formulate an appropriate hypothesis and test the hypothesis.
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Parameter of interest u

Hypotheses Hy: u=75
H1 : u>75
X=79.2506=8,n=25
Test statistic Z, = f;\‘;; = 7:?32;575 =2.656

Rejection HOif Zy, > Z, = Z; o5 = 1.645

Reject HO. So H1 is true.
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A3. Engine controller

EXAMPLE 9-10 Automobile Engine Controller

A semiconductor manufacturer produces controllers used in

automobile engine applications. The customer requires that the
process fallout or fraction defective at a critical manufacturing

step not exceed 0.05 and that the manufacturer demonstrate
process capability at this level of quality using o = 0.05. The

semiconductor manufacturer takes a random sample of 200
devices and finds that four of them are defective. Can the man-

ufacturer demonstrate process capability for the customer?
We may solve this problem using the seven-step hypoth-
esis-testing procedure as follows:

1. Parameter of Interest: The parameter of interest is
the process fraction defective p.

2. Null hypothesis: H;: p = 0.05

3. Alternative hypothesis: H,;: p < 0.05
This formulation of the problem will allow the man-

ufacturer to make a strong claim about process capa
bility if the null hypothesis H,: p = 0.05 is rejected.

4. The test statistic is (from Equation 9-40)

X~ npy
©7 Vapo(1 — po)
where x = 4, n = 200, and p, = 0.05.

5. Reject H, if: Reject H,: p = 0.05 if the p-value is
less than 0.05.

6. Computations: The test statistic is
4 —200(0.05)
% = \/200(0.05)(0.95)

= =195

7. Conclusions: Since z, = —1.95, the P-value is
®(—1.95) = 0.0256, so we reject H, and conclude
that the process fraction defective p is less than 0.05.

Practical Interpretation: We conclude that the process is
capable.

1 Adaptive Cruise Control
2 Electronic Brake System MK60E
3 Sensor Cluster

4 Gateway Data Transmitter




