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Course	Outline

• Course	Pages:	https://gatech.instructure.com/courses/370378

• Office	Hours:	Wednesday	03:30	PM	- 04:45	PM.	

Friday	02:00	PM	- 04:45	PM.

qIn	person	location:	ISyE Main	445

qZoom:	https://gatech.zoom.us/my/jwang3163



Course	Outline
• Textbook:	Applied	Statistics	and	Probability	for	Engineers,	7th	Edition

• Course	Description:	Introduction	to	probability,	

probability	distributions,	point	estimation,	confidence	

intervals,	hypothesis	testing,	linear	regression,	and	

analysis	of	variance.

• Prerequisites:	An	undergraduate-level	understanding	of	

multivariate	calculus.



Course	Outline



Grading	Policy
• Homework:	30%

• Midterm	1:	17.5%	

• Midterm	2:	17.5%

• Final:	35%

Remark:
a) Exams will be closed book, but it is allowed to bring a one-page cheating sheet. 

b) Any request regarding exams must be made within one or two weeks of getting 

the exams back. There will be no make-up exams for any reason. If you have an 

acceptable reason (e.g., illness with doctor statement of your inability to take the 

exam) for missing an exam, the weight associated with the exam will be 

transferred to the Final Exam.



Homework	Policy
• Homework:	30%

• Midterm	1:	17.5%	

• Midterm	2:	17.5%

• Final:	35%
Remark:
• Homework assignments will be posted approximately once for every 2 

week. The due date is from Tuesday to the next Tuesday. Student 
collaboration is authorized and encouraged, but submitted homework 
must be worked out and written up on your own. 

• Homework should be submitted electronically on Canvas as a single pdf 
file. Late homework should also be submitted electronically on Canvas. If 
Canvas happens not to accept late submissions, please email your 
homework solution directly to me (jwang3163@gatech.edu).

• Late	homework	submission	within	24	
hours	of	the	deadline	incurs	a	25%	grade	
deduction,	while	late	submission	between	
24	and	48	hours	incurs	a	50%	deduction.	
Any	work	turned	in	more	than	two	days	
past	the	deadline	will	not	earn	credit.



Motivation:	Statistics	is	the	science	of	data
Example: Hypothesis Testing



Motivation:	Statistics	is	the	science	of	data
Example: Hypothesis Testing



Motivation:	Statistics	is	the	science	of	data
Example: Hypothesis Testing



Motivation:	Statistics	is	the	science	of	data
Example: Descriptive Statistics



Motivation:	Statistics	is	the	science	of	data

ISYE3030: Basic Statistical Methods

Statistics in Real World

Tuo Zhao — Lecture 1: Introduction 6/12



Course	Objectives
ü Collect,	summarize,	and	present	data	graphically

ü Familiar	with	basic	probability	concepts

ü Use	statistical	tests	and	confidence	intervals	in	statistical	decisions

ü Select	proper	statistical	techniques	for	practical	applications

ü Use	statistical	software	to	conduct	data	analysis	and	interpret	output	

ü Draw	statistical	conclusions	from	data.



1.1.1		Fundamental	concepts	of	Probability
Definition		1(Experiment):	Any	procedure	that	can	be	infinitely repeated	and	has	a	well-defined	set	of	
possible	outcomes	
Definition		2(Random	Experiment):	An	experiment	is	said	to	be	random	if	it	has	more	than	one	possible	
outcome.	In	other	words,	its	outcome	cannot	be	predicted	with	certainty.
Definition		3(Sample	Space	or	Outcome	Space):	The	set,	!,	the	collection	of	all	possible	outcomes	of	a	
particular	experiment	is	called	the	sample	space	or	outcome	space for	the	experiment.
Definition		4(Event):An	event	is	any	collection	of	possible	outcomes	of	an	experiment,	that	is,	any	subset of	!
(including	! itself).

Let " be an event, a subset of !. We say the event " occurs if the outcome of 
the experiment is in the set ". When speaking of probabilities, we generally 
speak of the probability of an event, rather than a set. But we use the terms 
interchangeably.



Example	1:
Throwing	a	fair	or	perfectly	
manufactured	6-side	die





1.1.2			Algebra	of	sets				(set	theory	--- a	fundamental	role)

If x 2 A, then x 2 B

If x 2 A \B, then x 2 A and x 2 B

If x 2 A [B, then x 2 A or x 2 B

If x 2 A0, then x /2 A

• Set: a collection of distinct objects

• ;: the null set or empty set

In the following, let A and B be two sets.





Attention：You might be familiar with the use of Venn diagrams to “prove” these 
theorems in set theory. We caution that although Venn diagrams are sometimes 
helpful in visualizing a situation, they do not constitute a formal proof!

The	proof	of	much	of	this	theorem	is	left	as	your	exercise.	To	illustrate	the	technique,	however,	we	will	prove	
the	Distributive	Law	later:	



Prove:



1.1.3	Probability	and	its	properties

o Goal:	To	define	the	probability	of	event	A,(the	chance	of	A	occurring)

o Relative	frequency	of	event	A	in	n	repetition	of	the	experiment	:	

o An	intuitive	idea:

• Step	1:	Repeat	the	experiment	a	number	of	times,	say	# times

• Step	2:	Count	the	number	of	times	that	the	event	" actually	occurs.

#(A)

n



Example	1(c.n.t.):

Throwing	a	fair	or	perfectly	
manufactured	6-side	die

• S = {1, 2, 3, 4, 5, 6} and A = {1, 2}

• Outcome is either 1 or 2 means A has occurred

• #(A)
n ! 1

3 as n ! 1.

• Define p := lim
n!1

#(A)
n ! 1

3 , called the probability of event A. It is denoted

by P (A)
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1.2	Method	of	Enumeration

• Let	the	sample	space	𝑆 contains	𝑚 possible	outcomes	

𝑒$, 𝑒&, … , 𝑒(.	In	other	words,	𝑆 = {𝑒$, 𝑒&, … , 𝑒(}.

• Moreover,	those	𝑚 outcomes	are	equally	likely,	i.e.,	

• Then	the	probability	of	an	event	𝐴 is	

where	𝑁 𝑋 denotes	the	number	of	outcomes	contains	in	

the	set	𝑋.

P ({ei}) =
1

m
, i = 1, . . . ,m.

P (A) =
N(A)

N(S)
,

Goal:	To	develop	counting	techniques	for	determining	the	number	of	
outcomes	associated	with	the	events	of	random	experiments.	



1.2.1				Multiplication	Principle:

Experiment	𝑬𝟏 𝑛$ outcomes

Experiment	𝑬𝟐 𝑛& outcomes

Sequential	order:

Experiment	𝑬𝟏 Experiment	𝑬𝟐
𝑛$×𝑛&

outcomes

Experiment	𝑬𝟏𝑬𝟐



Example	1

• 𝐸$:	Select	a	rat	from	the	cage	containing	either	male	or	female

• 𝐸&:	for	each	selected	rate,	either	drug	𝐴,	drug	𝐵,	or	a	placebo	(𝑃)	is	

applied.

• The	outcomes	for	the	composite	experiment	are	denoted	by	the	

ordered	pair:	
(F,A), (F,B), (F, P ),
(M,A), (M,B), (M,P ).



1.2.2				permutation	and	Combination:

• Consider	that	𝑛 positions	are	to	be	filled	with	𝑛 different	objects.

• This	task	can	be	handled	by	multiplication	principle:

Position	𝟏 Position	𝟐 · · · Position	𝒏

𝒏 arrangements 𝒏 − 𝟏 arrangements 𝟏 arrangement

In total nPr , n(n� 1) · · · (n� r + 1) possible arrangements



nr

nPr

Example	1-2-4	(Revised)

264

26P4

• The	number	of	4-letter	word	with	different	letters

Sampling	without	replacement
• The	number	of	4-letter	word	which	may	have	the	same	letters

Sampling	with	replacement



• Sometimes,	the	order	of	selection	is	not	important.	We	

are	interested	in	the	number	of	subsets	of	size	𝒓 taken	

from	a	set	of	𝑛 different	objects.

1. Recall	permutation	of	𝑛 objects	taken	𝑟 at	a	time:

2. Let	𝐶 denote	the	number of (unordered) subsets of 

size 𝑟 that can be selected from 𝑛 different objects. 

Then:

• 	>𝑃? = 𝐶 ⋅ 𝑟! ⇒ 𝐶 = 	CDE
?!
= >!

?! >F? !

nPr

Select	𝒓 objects Permute	𝒓 objects

𝑪 𝒓!

Denoted as
�n
r

�
or nCr.

Named as ”choose r from n”



Example	3:

Remark:	



• Consider	permutation	of	𝑛 objects	of	two	types.

• Type	1	has	𝑟 objects,	and	type	2 has	𝑛 − 𝑟 objects.

1. Recall permutation	of	𝑛 different	objects	is	𝑛!

2. Permute 𝒏 objects of two 
types, 𝒓 of one type, 𝒏 − 𝒓
of another type

Permute	𝒓 objects	
in	type	𝟏

Permute	𝒏 − 𝒓
objects	in	type	𝟐

n! = X · (n� r)!r! =) X =
n!

(n� r)!r!



Multi-nomial
coefficients

• Consider	permutation	of	𝑛 objects	of	𝑠 types	(𝑠 ≥ 2).

• Type	1	has	𝑛$ objects,	type	2 has	𝑛& objects,	…,	type	𝑠 has	𝑛K objects.

• 𝑛$,… , 𝑛K ∈ ℕ, 𝑛$ + ⋯+ 𝑛K = 1.

• The	number	of	permutations	of	the	𝑛 objects	is	
✓

n

n1, . . . , ns

◆
, n!

n1!n2! · · ·ns!
.

Remark:	The	name	of	multi-nominal	coefficients	arise	in	the	
multi-nominal	theorem.

(a1 + · · ·+ as)
n =

nX

n1=0,...,ns=0
n1+···+ns=n

✓
n

n1, . . . , ns

◆
an1
1 an2

2 · · · ans
s



1.3	Conditional	Probability
1.3.1	A	Motivation	Example	[Tulip	Bulb	Combination]





























Prior	Probability





Prior	Probability


